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Lessons Learned Future Work
“ Imaging retrieval and process time is proportional to » Exploration of the efficacy of various secure data sanitation methods for data
the disk size: Larger the disk -> Longer processing removal in a virtual HDFS cluster
time + Extension of this process to include the minimization of cluster downtime during
 File types require different recovery procedures: Text the removal process
file searching using FTK tool cannot be done doing % Extension of this process to include detection and removal of other file types
% Research process is iterative and each iteration may <+ Automation of data removal process in HDFS

require different steps/tools
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